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Abstract

Recent years have seen an increase in the use of social me-
dia for various decision-making purposes in the context of
urban computing and smart cities, including management of
public parks. However, as such decision-making tasks are be-
coming more autonomous, a critical concern that arises is the
extent to which such analysis are fair and inclusive. In this ar-
ticle, we examine the biases that exist in social media analysis
pipelines that focus on researching recreational visits to urban
parks. More precisely, we demonstrate the potential biases
that exist in different data sources for estimating the number
and demographics of visitors through a comparison of image
content shared on Instagram and Flickr from 10 urban parks
in Seattle, Washington. We draw a comparison against a tra-
ditional intercept survey of park visitors and a multi-modal
city-wide survey of residents. We evaluate the viability of us-
ing more complex Al facial recognition algorithms and its ca-
pabilities for removing some of the presented biases. We eval-
uate the Al algorithm through the lens of algorithmic fairness
and its impact on sensitive demographic groups. We show that
despite the promising results, there are new sets of concerns
regarding equity that arise when we use Al algorithms.

Introduction

Most cities globally oversee a large number of parks and
green spaces, often covering hundreds or thousands of acres,
with large annual budgets (typically $4M for parks and
recreation agencies in US cities'). In return, well-managed
parks provide innumerable benefits to the health and well-
being of urban residents — particularly as a location for
leisure activities, social activities, and relaxation — making
them a critical municipal asset. City planners and managers
who oversee urban parks and green spaces rely on informa-
tion about the amount and character of park use for decisions
regarding the maintenance of existing lands, and to plan for
new parks or infrastructure that will serve urban residents.
Since data are often lacking, practitioners are turning to user-
generated content (UGC) as a source of data on urban parks
and park visitors (Ilieva and McPhearson 2018). One early
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study into the potential for UGC in parks (Wood et al. 2013),
found that the images posted on social media platforms and
their geo-tagged locations are useful for estimating both the
number and home locations of visitors, and thus their socio-
economic backgrounds. More recent studies have employed
similar techniques to map park visitor distributions, behav-
iors, and preferences (Donahue et al. 2018; Hamstead et al.
2018) based on the locations and content of images shared
during their recreational visits (Richards and Friess 2015;
Lee et al. 2019).

In the domain of urban computing (Zheng et al. 2014;
Silva et al. 2019), location-based social media has been
shown as a useful means of identifying and understand-
ing semantic areas of cities (Cranshaw et al. 2012; Noulas
et al. 2011; Zhang and Zhou 2018), providing valuable in-
sights into people’s opinions to support the well-being sta-
tus of urban communities (De Choudhury, Sharma, and
Kiciman 2016; Venerandi et al. 2015; Hecht and Stephens
2014). These results, demonstrating the utility of user gen-
erated content, have caught the attention of practitioners and
policy-makers who aim to make cities more livable and eq-
uitable. However, there is an understudied risk that underly-
ing biases in how these data are generated or analysed could
lead decision-makers to unknowingly implement inequitable
policies.

In order to successfully use this type of data for plan-
ning and management that promotes sustainability and eq-
uity of resources, we first need to know who produces these
data and what portions of the population are underrepre-
sented. Different social media platforms are known to at-
tract different demographic users. Pinterest?, for example,
have a larger young female base than male. Instagram ap-
peals more to urban, whereas Twitter accounts tend to be-
long to young, male and urban residents. The majority of
Flickr users are male with a median age of 39 (Quercia,
Aiello, and Schifanella 2018). Similarly, nearly all platforms
impose a minimum user age, yet children are an impor-
tant user-group for park managers. Together these platform-
specific differences and biases towards specific demograph-
ics of users make it unlikely that social media are an accurate

2As of August 2017, 58.9% of Pinterest’s users in the United
States were female.



portrayal of all park visitors. Although some statistical ap-
proaches exist to account for issues caused by platform pop-
ularity, we simply do not sufficiently understand the many
biases that are necessary to perform such corrections. Using
multiple data sources has been proposed as a way to help
overcome these biases (Hausmann et al. 2018), but there
is only preliminary evidence that it can work in practice
(e.g., for estimating visitation (Wood et al. 2020)). In ad-
dition to data and population biases, Al algorithms could
also reinforce the societal biases and create further discrim-
ination and representation harms (Fuchs 2018; O’neil 2016;
Noble 2018). Bolukbasi et al.(Bolukbasi et al. 2016), for in-
stance, has shown that the popular word embedding space,
Word2Vec, encodes societal gender biases. Other works
have presented the societal bias of under-representation in
identification of gender (Zhao et al. 2017) and race (Klare et
al. 2012) in different settings.

In this paper, we study the viability of social media analy-
sis as a means to map and measure demographics of visitors
of urban parks in Seattle, Washington. We present a large-
scale study of Social Media data, accompanied with inter-
cept and multi-modal city-wide resident surveys. We lever-
age thousands of geo-tagged images that are publicly shared
on two popular platforms — Flickr and Instagram — and es-
timate the number and demographic composition of the vis-
itors by using a state-of-the-art face recognition algorithm
(Face++%). In particular we examine platform and algorith-
mic biases through a comparative analysis of intercept and
multi-modal surveys of Seattle park visitors. To our knowl-
edge, there are no examples of studies assessing visitor de-
mographics or visitation counts from image content.

Our results show that recreational metrics for estimating
the visitation count is highly impacted by the popularity of
the social media platform. We posit that the advances in Al
provide opportunities to estimate the number of visitors by
analysing the content of the photos publicly shared on social
media platforms. However, our results of algorithmic fair-
ness demonstrate that such techniques must be used with ex-
treme caution as the Al consistently under-counts the num-
ber of visitors and heavily impacts a specific target group
(children). By applying fairness criteria (Dwork et al. 2012),
we demonstrate that the detection error impacts sensitive
groups such as kids and non-white visitors differently than
the non-sensitive groups (adult and white visitors).

The results of our study have implications for practition-
ers and the research community. For practitioners we offer
guidelines regarding what performance in terms of utility
and inclusion can be offered by the algorithm for differ-
ent types of applications that require different sensitivity in
regards with the visitation count. For the research commu-
nity our study suggests an increasing need for techniques to
collect self-identified demographic information from peo-
ple. As a first step we call for a truly “in-the-wild” image
dataset containing representative photographs of contributed
and curated by people instead of the the web, so that it does
not inherit the biases that are associated with the popularity
of content on the web.
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Background
Recreational Studies

A number of recent studies have proposed that crowd-
sourced and ubiquitous data from social media can com-
plement existing knowledge of park visitor distributions,
behaviors, and preferences (Ilieva and McPhearson 2018;
Ghermandi and Sinclair 2019). Studies spanning an impres-
sive diversity of urban parks and protected areas have con-
cluded that the popularity of parks is generally mirrored in
the popularity of the same destinations on Flickr (Wood et
al. 2013; Sessions et al. 2016; Levin, Lechner, and Brown
2017). The majority of studies quantify popularity by cal-
culating total numbers of unique visitors per day who post
geo-located Flickr photographs from a particular park over
a given time period — termed ‘“photo-user-days” (PU D)
by Wood et al. (2013). A limited number of recent stud-
ies have expanded the methods to content from other plat-
forms such as Twitter and Instagram (Tenkanen et al. 2017;
Donahue et al. 2018; Hamstead et al. 2018). The consen-
sus emerging from these studies is that social media data
have the potential to inform estimates of absolute visitation
at specific destinations and for multiple time periods.

The content (words and images) and other metadata asso-
ciated with social media (such as the user’s profile) may pro-
vide further opportunities for understanding park visitor’s
experiences, activities, and satisfaction during their recre-
ational visits (Richards and Friess 2015; Lee et al. 2019), as
well as the characteristics of the visitors themselves. In par-
ticular, home locations of visitors can be inferred by looking
at users’ public profiles (Wood et al. 2013) and the locations
of all other content that the user has shared publicly on so-
cial media platforms (Martinez-Harms et al. 2018). In this
way, the locations of photographs that are shared online can
be a reliable source of data on the home locations of visitors
across thousands of destinations (Keeler et al. 2015). These
home location data are the most common existing method
for inferring park visitor demographics in order to inform
questions of equity. Works in other domains have also ex-
plored large sensor networks to estimate space density (Chen
et al. 2018).

Urban Computing Studies

In the domain of urban computing, several studies have
explored location-based social networks (LSBN) data. For
example the LBSN data can be explored to help us bet-
ter understand our perceived physical limits in urban en-
vironments, as well as to better understand city dynamics.
Cranshaw et al.2012 presented a model to identify differ-
ent regions of a city that reflect current patterns of collec-
tive activities. By doing so, they introduce new boundaries
for neighborhoods. The main idea is to uncover the nature
of local urban areas, which tend to be dynamic, considering
the social proximity (obtained from the distribution of users
who check-in) and the spatial proximity (obtained from geo-
graphical coordinates) of locations. Noulas et al. 2011 intro-
duced a method to classify users and areas of a city explor-
ing the types (categories) of places used by Foursquare. The
method could be explored to discover communities of users



visiting similar type of places. This is useful for comparing
urban areas within and between cities or in recommenda-
tion systems. Long et al. 2012 explored a dataset collected
from Foursquare to introduce an approach based on a topic
model to study the intrinsic relations among the different
venues in an urban area. Considering a sequence of users’
check-ins, they assume that the venues that appear together
in several sequences will likely represent geographic topics,
for example, indicating coffee shops people typically visit
before going to a mall. Similarly, Frias-Martinez et al. 2012
explored a Twitter dataset and presented a technique that,
by studying tweeting patterns, identifies the types of activ-
ities that are most common in a city. Their results suggest
that geolocated tweets could be an essential data source to
describe dynamic urban areas, which tend to be costly using
other conventional approaches. For a full survey of literature
on LSBN in urban computing we refer the readers to (Silva
et al. 2019). This vast body of literature is a testimony to
the importance of user-generated content in advancing our
understanding of cities.

Demographic Research in Social Media

A growing body of literature deals with detecting demo-
graphic characteristics from social media data (as reviewed
in (Cesare, Grant, and Nsoesie 2017)). Most of the current
techniques rely on supervised learning approaches to detect
race or ethnicity, and can be grouped into two categories:
those that rely on features of a user’s profile, and those
that use the content of user’s posts (Chen et al. 2015; Pen-
nacchiotti and Popescu 2011; Ardehaly and Culotta 2014;
Mislove et al. 2011; Alowibdi, Buy, and Yu 2013).

Techniques that detect demographics from users’ profiles
make use of profile images or text that users upload to de-
scribe themselves or where they live. Profile images appear
to be a particularly good indicator of race or ethnicity. Pen-
nacchiotti et al. (2011) for instance, obtained a higher preci-
sion (0.878) using profile photos to evaluate race, compared
to a gradient boosted decision tree classifier that incorpo-
rated a combination of lexical features from users posts,
and user activity measures (0.629). User profile descrip-
tions also improve methods for predicting race and ethnic-
ity. For example, Chen et al. (2015) observed that adding
user descriptions into classifiers consistently improved accu-
racy, precision and recall for n-gram and name based mod-
els. Other research has found users’ home locations to im-
prove predictability of surnames or as a feature for cali-
brating supervised learning models (Mislove et al. 2011;
Ardehaly and Culotta 2014). However, these methods are
known to be confused by nicknames or arbitrary usernames,
and the language used in profile descriptions is likely to fol-
low a formal template, making it hard to detect age and the
language skill of the writer. Furthermore such techniques
limit results to the demographic information of those who
are members of the social media platform. This has the po-
tential to systematically omit certain groups, such as chil-
dren, the elderly, or particular demographic groups who do
not use a specific platform.
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Methods

The goal of this research is to explore the novel question of
whether geo-located images shared publicly on social media
can offer an accurate portrait of urban park visitors and their
demographics. To answer this question we investigate the
prevalence of two types of biases that potentially arise in
social media analyses: i) those that originate from how the
data are generated and the underlying social media platform
and ii) those that are caused by the algorithms that are used
to analyze these data. In order to understand these two types
of biases, we employ several data sources in a comparative
study that focuses on two metrics that are commonly used by
recreation planners as the basis for management decisions
policies: visitation rates and visitor demographics.

Site Selection

This study examines ten city parks in Seattle, WA. The
focal parks were selected using a stratified random sam-
pling scheme, and represent a broad range of park types,
neighborhoods, and user-groups across the city. We strat-
ified using the Social Vulnerability Index (SVI) devel-
oped by the Centers for Disease Control and Prevention.
This index combines 15 US census variables grouped into
four themes (socioeconomic status, household composition,
race/ethnicity/language, and housing/transportation) in or-
der to rank census tracts by their relative vulnerability to
hazardous events. We assigned a score ranging between 1
(low SVI) to 5 (high SVI) to each park according to the SVI
of the surrounding census tract. We then dropped any parks
with fewer than three average annual social media posts.
This filtering excludes many small neighborhood areas that
are common in the city. We then randomly selected two
parks from each SVI category for inclusion. The selected
parks are located across the city, and range from regional to
pocket parks.

Data Sources

In this study we use data from two social media plat-
forms (Flickr and Instagram) in order to estimate visitation
rates and visitor demographics to the ten Seattle parks. We
selected Flickr as it is traditionally and extensively used
in recreational studies and Instagram as it is currently a
very popular image sharing platform. We then compare our
demographic results to two distinct traditional surveys, a
visitor-intercept survey we conducted at these ten parks, and
a larger scale multi-modal survey of Seattle residents con-
ducted across the city.

Flickr: We queried the Flickr API for all geo-located pho-
tographs that were taken within the bounds of the ten study
parks from January 2016-January 2019 (Table 1). These
photographs contain metadata including a unique user iden-
tifier, date the photo was taken, and the latitude/longitude
location. The location typically comes from a GPS receiver
in the camera, but may also be manually assigned by the
user by zooming and clicking on a web-map as the image is
uploaded to Flickr.

Instagram: We used Instagram’s graphgl API to collect
every image that was shared publicly and assigned to an In-
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Figure 1: Social Vulnerability Index classes by census tract
in Seattle (WA). The yellow regions depict the selected
parks.

stagram location within one of the selected Seattle parks (Ta-
ble 1). Since Instagram no longer provides an API endpoint
for querying locations, we first manually searched for loca-
tions in the Instagram web interface, using the park name
and major features as search terms. The number of Insta-
gram locations that were available for any given park were
correlated with park area, presumably because bigger parks
have more locations for users to tag. We collected images
that were uploaded from January 2016 to January 2019.
Metadata available for each image include the Instagram
users’ identifier (referred to as short-code) and the date that
the image was shared. Additionally, we collected images
which were uploaded to Instagram between April-June 2019
from the selected sites in order to draw comparisons with
our intercept survey data (below). We did not compare these
data with Flickr because we did not have corresponding data
from Flickr for these dates.

Intercept Survey: Between April and June, 2019, we
conducted exit interviews at the study sites (Mashhadi
2019). Every park was surveyed on two weekdays and one
weekend day, once in the morning, afternoon, and evening
for approximately 4 hours each. During this time, the sur-
veyor intercepted visitors at five randomly selected exits,
and asked them to complete a written survey in English.
Responses were voluntary and no compensation was pro-
vided. The survey contained questions about visitors’ activ-
ities, demographics, experiences, and feelings about parks
in their neighborhoods. We collected 165 surveys in total,
and the number of respondents ranged from 7 to 39 surveys
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per park. Across all surveys, the overall response rate was
16% of exiting visitors. Approximately 41% of park users
who were approached agreed to take the survey. The low
response rate highlights the problem of gathering visitation
data through traditional survey methodology and supports
the quest of policy-makers for a more autonomous way of
data collection.

| Park Name [ Instagram | Flickr |

City Hall 168 133

Discovery 41994 7154
Hing Hay 2030 501
Jefferson 2737 559
Judkins 2453 164

W. Magnuson 44235 15771
Montlake 1022 152
Plymouth Pillars 1007 117
Riverview 341 119
Summit Slopes 364 250

Table 1: The number of collected Instagram and Flickr im-
ages per study site from January 2016-January 2019.

Multi-modal Survey: We draw comparisons with results
of a multi-modal web and phone survey of Seattle residents
that was conducted using address-based sampling during
Spring 2019 (May-June 2019). The survey was commis-
sioned by Seattle Parks and Recreation and was adminis-
tered in English and Spanish capturing a total of 830 par-
ticipants. The survey was then weighted such that it is rep-
resentative of the demographic population of the residents
in each given census tracts. The survey contained questions
about residents’ satisfaction and experiences in local parks
and recreational facilities, as well as the frequency of visita-
tion to local parks and the purpose of visit. It also included
information regarding the demographics of the respondents.
In order to use these data for our demographic comparison,
we first used participants’ zip-codes to select only the re-
spondents that live in the same neighborhood as our selected
parks. We then used a specific question that asked the par-
ticipants to “indicate how often you or your family visit the
local neighborhood park”, and selected those who responded
“10 or more times/year”. Our filtered dataset is composed of
72 participants.

Privacy and Ethical Considerations We acknowledge
that there are privacy and ethical concerns associated with
the use of social media as data for research, particularly for
the development of tools for inferring user demographics.
Accordingly, we took several steps to avoid risks to human
subjects since participants no longer opt into studies in a
traditional sense (Ang et al. 2013). First, we purposely did
not consider any profile photos or declared profile informa-
tion such as name email, username and home location of the
users. Second, we did not download the photographs shared
on the social media platforms. Instead we kept our data in
form of URLs (belonging to Facebook or Flickr) along with
a numerical short-code for users. The APIs that we used for
data collection do not allow for reverse short-code lookup



which means that our collected data cannot be used to link
back to a specific user. Finally, this research was reviewed
and approved by the University of Washington Institutional
Review Board.

Metrics

In order to study the platform biases across Instagram and
Flickr, we employ several metrics of visitor numbers and
demographics based on social media images. Visitation is
estimated by computing PUD per park. This is the most
common UGC-based metric in the recreation literature, and
it quantifies the unique number of social media users that
post photographs from a specific location per day. To serve
as ground-truth, we generate human-labelled data on the
number and demographics of visitors by asking crowd-
workers on Amazon’s Mechanical Turk to count the total
number of people facing the camera in each photograph.*
Unlike visitor counts, assigning demographic labels to peo-
ple is a challenging task that we cannot assign to crowd-
workers. This is because racial and ethnic identity is com-
plex and evaluations by others may not match an individ-
uals’ self-identification. As we have no means of collect-
ing self-identified demographic information from Flickr or
Instagram users by directly contacting them, we follow the
methodology described in (Pennacchiotti and Popescu 2011)
and bound our definition of demographics to binary values
of white (vs non-white) and children (vs adults). Our labelled
dataset is composed of 500 images uniformly selected across
the ten parks from both Instagram and Flickr.

Algorithm

In order to estimate park visitation and demographic distri-
bution of the visitors, we use a facial recognition algorithm
to study the content of users’ posts and photographs. This
allows us to broaden our visitation information beyond the
person who posted on social media to people whose faces
are captured in the posts. To this end we are interested in
using an off-the-shelf algorithm that is accessible to policy
makers. Currently there are many commercial facial recog-
nition algorithms available, with some specifically designed
for providing analytic information in the context of smart
cities, such as DeepVisionAl > We use one of such algo-
rithm, Face++, that has been evaluated in the past by the
research community (Jung et al. 2018) and has been shown
to have a high accuracy in some contexts. In particular, we
use the Detection API of Face++ which detects faces that
appear in the photos. This API does not march the faces of
individuals with their identities — that is if a face has ap-
peared in two different photographs it does not detect that
it is the same person. However, a unique feature of this API
is that it offers ethnicity detection in addition to gender and
age, a feature that is currently not offered by any other oft-
the-shelf commercial algorithms. At the time of this study,
the races in Face++ Detection API were defined as African,
White, Indian or Asian.

*In hiring the crowd workers we followed minimum wage reg-
ulation of our state ($14 USD per hour) at the time the study.
>https://www.deepvisionai.com/smart-city
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In order to measure the viability of the algorithm as a
source of inclusive insights for decision makers, we first
define the outcome of the facial recognition algorithm as
a binary classification problem. In this study, focusing on
park and recreation management, we define the favorable
outcome (positive class) as being detected by the facial
recognition algorithm, and unfavourable outcome (negative
class) as not being detected by the algorithm. Park managers
and planners often allocate resources such as funding and
staffing to parks according to the frequency and type of vis-
itor use. Thus, it is important to ensure that algorithms that
are potentially being used to understand visitor use are cor-
rectly detecting number of people that are represented in the
data source.

Outputs of the binary classifier are organized in a contin-
gency table. We define the True Positive (1" P) photographs
as ones where the algorithm accurately counted the same
number of people appearing in the photograph, based on
the human-labeled count. We define the False Positive (£'P)
group as those where the algorithm over-counted the num-
ber of people that appear in the image. The False Positive
group demonstrates cases where false information about the
number of visitors could lead to misdirected management
decisions and the potential to poorly allocate resources. In
the domain of face recognition this could happen when an
algorithm mistakes similar patterns such as paintings and
flyers for human faces. Similarly, we define the False Nega-
tive (F'IN) group as photographs wherein faces should have
been detected by the algorithm but were not (i.e., the algo-
rithm under-counted the number of people compared to the
crowd-labels). The F'N group is the most important classi-
fication output in our context as it potentially reduces the
equity of management decisions related to resource alloca-
tion as well as recognition harm (Whittaker et al. 2018).
Finally, we define the True Negative (I'N) group as those
photographs which did not have any people appearing in
them and the algorithm correctly did not count any visi-
tors. Figure 2 presents the favourable and unfavourable out-
come along with some example images. Additionally, we
quantify the performance of the Face++ algorithm based
on precision and recall. We compute precision as Positive
Predictive Value (P PV): that is the fraction of positive cases
correctly predicted (T'P) to be in the positive class out of
all predicted positive cases (favourable outcome). We com-
pute recall as True Positive Rate (T'PR), or the fraction of
positive cases correctly predicted to be in the positive class
(T'P), out of all actual positive cases (T'P + F'N).

Analysis

In this section we present the results of our analyses of vis-
itor counts and demographics. We present comparisons of
estimates based on image content with the more widely used
PUD visitation metric and demographic composition of sur-
veyed park visitors.

Visitation count Comparing the two sources of social me-
dia shared from Seattle Parks, we find that PUD — a met-
ric commonly used to study recreational visits — is substan-
tially higher according to Instagram compared to Flickr. Fig-
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Figure 3: (a) Weekly aggregate of PUD based on photos posted to Instagram (top) and Flickr (bottom) from the ten studied
parks from January 2016-January 2019. (b) Average number of people who appear in 50 random photographs selected from
each of the four most popular city parks, based on the labelled data. Bars show standard errors.

ure 3(a) demonstrates this result in terms of total weekly
PUD across the ten study locations. Furthermore, for both
platforms, the long-term trend in PUD appears to reflect the
popularity of each platform, with Flickr showing a down-
ward trend and Instagram becoming more popular overtime.
Responses to our on-site intercept survey support this obser-
vation: 59% of survey respondents stated that they use social
media, and out of those, 62% said that they share content on
Instagram, as opposed to only 2% who said they share con-
tent on Flickr.

Despite the differing popularity of the two platforms, we
find that when we consider the average number of people
that appear in photographs (counted by the crowd-workers),
there is a consistency across parks and between social media
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platforms. Figure 3(b) presents the mean and standard devi-
ation of visitors count for samples of 50 photographs for the
top four parks. A t-test comparison indicates that there are
no significant differences in the average number of people
that appear in images. This result is particularly important
to researchers who use social media for estimating park vis-
itation as it suggests that there is potential to create met-
rics that are more robust and agnostic to the online platform.
However, we find that many people in images are undetected
by Face++, which leads to an underestimate of park visita-
tion rates. Figure 4 shows this observation by comparing the
number of faces in each image as measure by Face++ ver-
sus crowd-labels. We expand on this observation in the next
Algorithm Performance section.
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Figure 4: Number of park visitors in the photograph ac-
cording to crowd-workers (x-axis) vs Face++ (y-axis). Ev-
ery point presents a photograph in our sample dataset. The
shades of each point corresponds to the number of overlap-
ping points, the darker the shade the greater number of data
points with the specific crowd-workers and Face++ count.

Visitors Demographics Looking at the demographic
composition of the park users according to content from dif-
ferent social media platforms, we observe a slight difference
in the age distribution of people in Flickr images, compared
to Instagram images. According to the demographic detec-
tion feature of Face++, Flickr images contain a greater num-
ber of children (Figure 6). Our manual inspection of some of
the images indicates that Flickr is more often used for pho-
tographing sports events that included children. The racial
composition of people in the studied images also differs
across the two platforms (Y2 = 14.25 (p= 0.002)).

In a comparison of visitor demographics based on social
media content versus visitor surveys we find that a greater
portion of survey respondents report their race as White
compared to those identified by Face++ (Figure 5). A chi-
square test examining the relationship between race and de-
tection method (survey responses vs social media content)
found that the results varied by detection method (y? = 8.9,
p = .01). This difference is largest between people in social
media images compared to the multi-model survey respon-
dents, over the same time period of April-June, 2019.

Our crowd-labelled sample data indicates that 39% of the
people appearing in social media from parks were children
(mean = 0.28 per photo, sd = 0.40). This result differs
from our on-site survey respondents who reported the num-
ber of adults and children in their party. The 165 respondents
reported being members of parties with 250 total adults and
46 total children: a lower ratio than what we observe from
our images. In the multi-modal survey, 28% of the respon-
dents answered selected “Children’s Playground or Recre-
ational activities for Children” as their main park usage.
While the comparison reported here demonstrates some of
the limitations of the traditional survey in being inclusive (as
we discuss in the Limitations Section), it also demonstrates
the potential to use Al to understand a more demographi-
cally diverse set of visitors. It is worth noting that the multi-
modal survey respondents capture the racial composition of
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Figure 5: Race of the park visitors as detected by Face++
in Instagram images in 2019, compared with the intercept
survey, and the multi-modal survey respondents.

the local residents where as our intercept survey and Insta-
gram images captures the respondents regardless of whether
they live in immediate vicinity of the park.

Algorithm Evaluation

This section follows-up on visitation and demographics re-
sults according to the Face++ algorithm with an evaluation
of the viability of such an approach in terms of accuracy
and fairness. We are particularly interested in answering two
research questions: /. for what type of decisions can this
method be appropriately used? and 2. What demographic
groups does the selected algorithm exclude?

Algorithm Performance

In order to answer Question I, we begin by considering the
scenario presented in the Algorithm section that describes
how information about park visitation could be used to allo-
cate limited staffing or funding resources. Depending on the
decision context, planners may require more or less precise
estimates of the number of visitors. To measure the viability
of the selected algorithm across a spectrum of scenarios that
vary in the acceptable level of error, we introduce a variable
B that corresponds to the sensitivity threshold that a man-
ager or policy-makers requires. When 8 = 0 the algorithm
is strictly required to match exactly the number of people
who truly appear in the photographs. A greater value of /3
corresponds with less correspondence and the sensitivity is
relaxed. For example, imagine a scenario where there are 10
people present in a photograph, but the algorithm has only
counted 9. Under the condition where 5 = 0 the image is
considered a False Negative. Alternatively, when 5 equals
any value greater than 1, the photograph would be classified
as a positive match (favorable outcome). Figure 7(a) illus-
trates the performance of the algorithm in terms of preci-
sion and recall for increasing sensitivity thresholds S and
Figure 7(b) illustrates this trend in terms of the error exhib-
ited in False Positive and False Negative groups. We find the
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Figure 6: Age and race distributions of individuals in photographs posted to Instagram (a) and Flickr (b) as detected by the

Face++ algorithm.

precision = 0.80 (for 5 = 0) which resonates with the
findings from previous studies (Jung et al. 2018). However,
we find for the same threshold the recall = 0.3 indicating
that many visitors were undetected and that Face++ under-
estimates park visitation rates.

Two additional key observations can be made from the
results presented in Figure 7. First, the False Positive ratio
(over-detection) is low in all situations, and for managers
with a small degree of flexibility in /3 it disappears. In other
words, the threshold of 5 = 2 is enough for all data points
in the False Positive class to be regrouped as True Positive.
The False Negative curve however suggests that there are
also many photographs which are under-counted by the al-
gorithm and the difference in the count is large. Only when
B is set to greater than 10 do we see a larger drop in the
False Negative ratio. Our manual examination of these pho-
tographs confirms that the algorithm fails to detect subjects
in photographs that capture group activities. We expand on
this observation in the next section.

Algorithmic Fairness

Turning our attention to Question 2 about whether the al-
gorithm successfully detects parks visitors from different
demographics, we use a non-discrimination fairness crite-
rion that can be applied after the processing stage (Verma
and Rubin 2018). Post-processing has the advantage that
it works for any black-box classifier regardless of its inner
workings as it is unnecessary to access the training data.
This approach is best suited to our work since we are explor-
ing applications of off-the-shelf AI models for practitioners
who would not have knowledge or control over the training
process. Specifically, we measure fairness in terms of equal
opportunity (Hardt, Price, and Srebro 2016). A classifier sat-
isfies this definition if both protected and unprotected groups
have equal False Negative rates — where the probability of
a subject in a positive class (Y = 1) has a negative pre-
dictive value (Y = 0). In our example, the protected group
corresponds to the photographs containing children or non-
white subjects, and unprotected group is simply those pho-
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tographs where all the subjects are adult and white (based
on the ground-truth labels).
_ P{Y=0|Y=1,A=Non—W hite}
EOrqce = P{Y=0|Y=1,A=W hite}

P{V=0|Y=1,A=Kids}
P{Y:O|Y:1,A:Non—Kids}

EOqq4e =

where Y is the binary outcome of the classifier, Y is the
actual label and A is the protected attribute. A classifier is
considered fair if the metric of equal opportunity (£0) is
between 0.8—1.2 (Dwork et al. 2012).

Figure 8 presents this fairness criteria for an increasing
threshold of 3 for the two protected groups of race and age.
We observe that for most values of 3 the algorithm achieves
fairness in terms of race, in the sense that there are almost
equal numbers of photographs that are under-detected by the
algorithm (i.e., put in False Negative class) regardless of the
race of the people who appear in the images. However, the
algorithm does not satisfy fairness criteria for the of age peo-
ple in images. Photographs containing children are twice as
likely to be under-detected by the algorithm compared with
images that lack any children. We also observe that for both
sensitive attributes (age and race) the algorithm is fairest for
smaller values of 5. As the sensitivity of the classifier is re-
laxed by increasing /3 there is a corresponding increase in
the disparity of false negative ratio of non-whites/whites and
kids/adults.

These results are based on an analysis of photographs
from all 10 study sites. The fairness of the algorithm could
indeed vary across parks within the study and elsewhere
across the city. To investigate this we measure the fairness
and performance for different parks categorized according
to their SVI into two bins of low (less than 0.2) and high
(greater than 0.8) vulnerability. We observe no statistically
significant differences in the fairness of the algorithm for
parks that differ in SVI. This result indicates that the detec-
tion rate based on our sample of photographs used in this
analysis is independent of neighborhood composition. How-
ever caution must be taken in generalizing these results and
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further research is needed to ensure that other confounding
effects such as type of camera do not play a part in excluding
low income areas of the city.

Discussion
Management Implications

Information on the amount and character of park use is crit-
ical for successful park management. Managers rely on vis-
itation estimates from specific locations to inform decisions
about where to allocate resources and how to improve the
recreational opportunities that are available to communities.
As social media becomes an increasingly popular source
of information on park use, there is growing recognition
that changes in the underlying popularity of social media
platforms will likely bias PUD estimates of visitation over
time (Wood et al. 2020). In this study, we observe that the
average number of people in photographs shared from a set
of parks in Seattle, WA is the same for images posted to
both Flickr and Instagram. This novel result suggests that
there is potential to develop new content-based visitation
metrics that are less impacted by the choice of social media
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Figure 9: Pareto frontier presenting the trade off between
unfairness and utility.

platform. While this result is a promising one, we note that
the method’s performance and fairness depend on the choice
of (3, or the sensitivity required by the decision maker. The
particular Al algorithm that we selected for this study of-
ten under-counts the number of visitors in photographs with
children.

The methodological biases that we observe in this study
could have important consequences for urban planners and
park managers who are considering using social media and
Al to understand who is currently being served by local
green-spaces. This study shows how representations such as
a Pareto frontier that allow practitioners to visualize trade-
offs between utility and inclusiveness are helpful for guid-
ing decision-making processes. For example in the context
of our study Figure 9 presents the trade-off between recall
and (un) fairness (as measured by equal opportunity). In
the figure we can see that there is potential for managers to
apply the Al-based methods used in this study to estimate
visitation £2, with algorithm recall of 70%, while staying
fair and inclusive in terms of age and race.

This study indicates that the content of social media im-



ages may provide useful information about the characteris-
tics of park visitors. This is of great interest to planners and
managers who grapple with how to meet growing and chang-
ing demands for urban parks and how to improve the eq-
uity of the benefits that are provided by urban green spaces.
This study demonstrates that Al may improve existing ap-
proaches for understanding who uses urban parks in terms
of race and age of visitors, if they are used appropriately.
There is intriguing evidence that the content of photographs
shared from parks in Seattle, WA captures a greater propor-
tion of non-white visitors than traditional methods for sur-
veying park users. Given the known limitations and biases
of structured surveys, it may be informative to pair in-person
interviews with social media image analyses, with careful
attention to the many biases in who uses and shares content
on social media, and biases in the algorithms that are used
to classify the content.

Theoretical Implications

From the theoretical perspective, first and foremost our work
highlights a gap in the literature for understanding the im-
pact of Al algorithms when applied to real-world situations.
We believe it is important for interdisciplinary researchers
to investigate the result of applying new computational ap-
proaches such as facial recognition on user-generated data
and the potential impact on people from social science per-
spective. Furthermore, a venue is needed to promote the eth-
ical usage of such techniques and posit methodologies for
handling data and for the analysis of it. Some research ques-
tion that arise from our study include: what methods should
be used in order to ensure that a person is not counted more
than once in two different images without employing pri-
vacy invasive facial matching? What are the impacts over-
counting the same people have on the demographic distri-
bution of the data? What type of behaviours in terms of so-
cial group dynamic would these data capture? These are all
questions that we believe researchers in the ICW SM com-
munity could investigate and derive these types of interdis-
ciplinary work forward.

Finally, if AI models are to be used in future decision
makings, more attention is needed to ensure that interpret-
ability is an integral part of these models where user-centric,
human-friendly explanations could be provided to justify
the decisions that were made (Miller 2019). We foresee the
multi-disciplinary field of interpret-able machine learning
to include recreational studies in addition to the social sci-
ences (Du, Liu, and Hu 2019).

Finally our work highlights the need for a truly in-the-
wild dataset for demographic detection which could be ac-
companied with demographic labels. Current databases for
training Al include the MS-Celeb-1 dataset of 1 million
celebrity head-shots matched with demographic informa-
tion (available from their portfolio or Google FreeBase data-
dump (Guo et al. 2016)). VGGFace2 (Cao et al. 2018) con-
tains 3.31 million images of 9,131 subjects where images
are downloaded from Google Image Search with variations
in pose, age, ethnicity, and profession (e.g., actors, athletes,
politicians). However these datasets are often curated based
on images gathered on the Internet and thus inherit the bi-
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ases that are associated with search, ranking and popularity
of web content. Further research is also needed in defining
the context and target domains in which these algorithms can
be applied (Mashhadi 2020).

Limitations

We acknowledge that this work has several limitations. First,
the Face++ Al algorithm that we used to classify image con-
tent is proprietary and we do not know on which data it was
trained. Furthermore, the Al algorithm did not classify races
such as Hispanic and Native American, which in some areas
of the city we studied are majority minority ethnic groups.
Similar mismatches are arising in other works in computa-
tional social science where an existing challenge is the defi-
nition and boundary of ethnicity. For example in (Chang et
al. 2010; Chen et al. 2015) both authors used the term eth-
nicity to refer to a classification system that includes both
racial and ethnic identities (black, white, Asian, Hispanic)
whereas others (Ardehaly and Culotta 2014) used the same
classification system but referred to it as race. We also ac-
knowledge that our intercept survey was conducted in En-
glish only and required in-person interactions. This means
that our survey results — like the results of most intercept
surveys — could be biased towards English speaking people
and those who are most content to interacting with the inter-
viewer. Such population might also be less active or present
on social media.

Conclusion

In this paper we present the results of a study using the con-
tent of Instagram and Flickr photographs as a source of data
for estimating the number and characteristics of people who
visit urban parks in Seattle, WA. We show that Al techniques
for counting the number of people in images may overcome
limitations faced by previous studies that rely solely on num-
bers of posts. We also present evidence that advances in Al
could be leveraged to enable park and recreation managers
to improve existing approaches for surveying visitors by
pairing structured interviews with information about visitors
who share about themselves online. However, as researchers
and practitioners are investing efforts into social media anal-
yses there needs to be careful thought given to how to re-
sponsibly handle both the data and potential sources of bias.
In all respects, Instagram and Flickr are not unique cases.
These data and techniques must be used carefully and cau-
tiously to avoid the potential for underlying biases to pro-
duce misleading results.
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